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Introduction générale 
Les phases amont de la conception constituent un enjeu majeur dans le 
développement de systèmes techniques, car elles conditionnent les choix structurants 
relatifs aux fonctions, à l’architecture et aux procédés de fabrication. Ces phases 
reposent encore largement sur des supports informels, tels que les croquis, notes 
manuscrites ou fiches idées, dont l’exploitation demeure essentiellement qualitative et 
fortement dépendante de l’interprétation humaine.  

Le présent Projet de Jeune Technicien (PJT) s’inscrit dans le cadre de la thèse de M. 
Cotton de Bennotot, consacrée à l’étude et à l’amélioration des processus de création 
à partir des fiches idées. L’objectif général est d’évaluer dans quelle mesure des outils 
d’intelligence artificielle peuvent contribuer à la structuration et à l’exploitation de ces 
supports amont, en vue de leur intégration dans une chaîne de conception plus 
formalisée, pouvant aller jusqu’à la génération de modèles numériques exploitables. 

Ce PJT se concentre plus particulièrement sur la problématique de l’extraction et de 
l’interprétation automatique de l’information contenue dans les fiches idées, en 
mobilisant des approches issues de la vision par ordinateur, des modèles de langage et 
des modèles vision-langage. Il vise à analyser la capacité de ces méthodes à produire 
une première lecture technique cohérente, compatible avec un raisonnement 
d’ingénierie. 
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I. Contexte du projet et problématique 

1.1. Les fiches idées comme point d’entrée du processus de 
conception 
La fiche idée constitue un support privilégié des phases amont de la conception. Elle 
permet de formaliser rapidement une proposition technique à travers un ensemble 
hétérogène d’éléments, incluant du texte libre, des croquis, des schémas fonctionnels 
et des annotations. Ce format 
favorise la créativité et 
l’exploration de solutions, tout 
en restant peu contraignant 
pour le concepteur. 

En contrepartie, l’exploitation 
systématique de ces fiches pose 
plusieurs difficultés majeures. 
L’absence de normalisation, la 
variabilité des styles graphiques et rédactionnels, ainsi que la présence d’informations 
implicites rendent leur interprétation complexe et difficilement automatisable. La 
compréhension complète d’une fiche idée repose ainsi sur l’expertise du lecteur, qui  
doit mobiliser un raisonnement technique pour inférer des contraintes de forme, de 
fabrication ou d’usage. 

Dans le cadre du projet DREAM, les fiches idées constituent le point d’entrée du 
processus de création. Une uniformisation partielle du format, sous la forme de 
questions types, a été mise en place afin de structurer la collecte d’informations, sans 
remettre en cause la liberté d’expression nécessaire aux phases créatives. La 
problématique centrale devient alors celle de l’extraction et de la structuration 
automatique de ces informations en vue d’une exploitation ultérieure.  
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1.2. Enjeux liés à l’intelligence artificielle et à la démocratisation de la 
conception 
Les avancées récentes en intelligence artificielle, et en particulier dans le domaine des 
modèles de langage et des modèles vision-langage, offrent de nouvelles perspectives 
pour l’analyse de données non structurées. Ces modèles permettent de traiter 
conjointement des informations textuelles et visuelles, et d’en extraire une 
compréhension contextuelle dépassant les capacités des approches classiques 
fondées uniquement sur des règles ou des descripteurs géométriques. 

Dans le cadre de la conception, ces outils peuvent contribuer à abaisser certaines 
barrières techniques en facilitant l’accès à des analyses préliminaires, 
indépendamment du niveau d’expertise en conception assistée par ordinateur. Cette 
approche s’inscrit dans une logique de démocratisation de la conception, visant à 
rendre les phases amont plus accessibles et plus outillées. 

Toutefois, l’intégration de l’intelligence artificielle dans un contexte industriel ou 
académique soulève plusieurs enjeux structurants. Ceux-ci concernent notamment la 
fiabilité des interprétations produites, l’adéquation du raisonnement avec les 
contraintes d’ingénierie, la maîtrise des données traitées, ainsi que la dépendance vis-
à-vis de solutions propriétaires. Ces éléments imposent une réflexion approfondie sur 
le choix des modèles et sur leurs modalités de déploiement.  
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1.3. Objectifs du PJT et positionnement par rapport à la thèse 
Dans ce contexte, le PJT a pour objectif d’explorer et d’évaluer différentes approches 
d’intelligence artificielle appliquées à l’analyse des fiches idées, en mettant l’accent 
sur la compréhension multimodale et sur la capacité des modèles à fournir une 
interprétation exploitable du point de vue de l’ingénierie.  

Plus précisément, le projet vise à : 

• analyser les performances et les limites des approches de vision par ordinateur 
classiques, 

• évaluer l’apport de modèles pré-entraînés et de modèles de langage 
généralistes, 

• mettre en œuvre un modèle de 
langage open-source déployé 
localement, 

• identifier les verrous techniques et 
méthodologiques associés à ces 
approches. 

Le PJT ne prétend pas proposer une 
solution opérationnelle finalisée, mais 
constitue une étude exploratoire destinée 
à alimenter la réflexion scientifique de la 
thèse de M. Cotton de Bennotot. Il se 
positionne comme une contribution 
intermédiaire, visant à clarifier le potentiel 
et les limites de l’intelligence artificielle 
pour l’accompagnement des phases amont de la conception à partir des fiches idées.  

 

II. Extraction et analyse des images des fiches idées 
 

1. Introduction et objectifs de l’analyse d’images  
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Dans les fiches idées utilisées dans le cadre du projet DREAM, les croquis et schémas 
contiennent une quantité importante d’informations techniques qui ne sont pas 
toujours explicitement décrites dans le texte. Ces informations visuelles peuvent 
concerner la forme globale, la présence de perçages, l’épaisseur des parois, la 
complexité géométrique ou encore certaines contraintes implicites de fabrication 
additive. 

 
Exemple de fiche idée  

L’objectif de ma contribution au projet a donc été de tester et comparer différentes 
méthodes d’analyse d’images afin d’extraire automatiquement des informations 
pertinentes à partir de croquis, puis d’évaluer leur robustesse, leur facilité 
d’implémentation et leur pertinence pour une intégration future dans un pipeline 
d’évaluation de concepts. 

L’enjeu n’était pas de reconstruire un modèle 3D parfait, mais plutôt de produire une 
première interprétation visuelle fiable, exploitable pour alimenter les critères 
suivants : 

• Fabricabilité 
• Coût 
• Usage 
• Écoresponsabilité 
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2. Analyse bibliographique et choix méthodologiques 

2.1. Pourquoi analyser les croquis ? 

Les travaux récents montrent que les croquis jouent un rôle clé dans les phases amont 
de conception. Ils permettent une exploration rapide des idées, mais restent difficiles 
à exploiter automatiquement à cause de leur imprécision, de leur variabilité 
graphique et de l’absence de normalisation. 

L’article Sketch2Prototype (Edwards et al., 2024) montre qu’il est possible d’extraire de 
l’information utile à partir de dessins à main levée, à condition d’adapter les méthodes 
aux objectifs. Dans notre cas, l’objectif n’est pas la génération automatique de 
prototypes réalistes, mais l’extraction d’indicateurs simples (formes, complexité, 
présence d’éléments critiques pour la FA). 

2.2. Panorama des approches existantes 

La littérature distingue principalement trois grandes familles de méthodes pour 
l’interprétation d’images : 

Approche Principe Avantages Limites 

Vision par règles 
(OpenCV) 

Détection de formes via 
règles géométriques 

Simple, 
rapide, 
explicable 

Peu robuste aux 
dessins 
complexes 

Modèles pré-
entraînés (YOLO, 
Detectron) 

Détection d’objets par 
apprentissage supervisé 

Rapide, prêt 
à l’emploi 

Peu adapté aux 
croquis 

Deep learning 
entraîné 

Modèle appris 
spécifiquement sur les 
données 

Très robuste 
Long et coûteux à 
entraîner 

 

3. Option 1 – Codage par règles avec Open CV 

3.1. Présentation d’Open CV 

Open CV (Open Source Computer Vision Library) est une bibliothèque open-source 
spécialisée dans le traitement d’images et la vision par ordinateur. Elle permet à un 
programme d’analyser une image pixel par pixel afin d’en extraire des informations 
visuelles telles que : 

• Contours 
• Formes géométriques 
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• Couleurs 
• Textures 

Cette approche repose sur des règles explicites, écrites par le développeur. 

3.2. Principe de fonctionnement 

Le pipeline typique utilisé est le suivant : 

1. Conversion du document PDF en image 
1. Chaque page est transformée en image bitmap (PNG). 

2. Prétraitement 
1. Passage en niveaux de gris 
2. Flou gaussien pour réduire le bruit 

3. Détection des contours 
1. Utilisation de l’algorithme de Canny 

4. Approximation des contours 
1. Les contours sont simplifiés en polygones 

5. Classification des formes 
1. 3 côtés → triangle 

3.3. Ce que j’ai réalisé concrètement 

Génération d’images simples et contrôlées (cercles et carrés vectoriels sans bruit) 

Analyse automatique de PDF contenant des formes géométriques 

Création de scripts Python permettant : 

La conversion PDF → image 

La détection de formes 

L’export des résultats en fichier TXT puis analyse sur Excell 
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3.4. Avantages et limites 

2. Avantages 
 

• Très rapide 
• Facile à comprendre et à expliquer 
• Aucun entraînement nécessaire 

 

3. Limites 
 

• Peu robuste aux croquis à main levée 
• Sensible au bruit, à la rotation et au contraste 
• Limité aux formes géométriques simples 

- 4 côtés → carré ou rectangle 
- 5 côtés → cercle 

Le résultat final est écrit dans un fichier texte ou CSV indiquant la forme détectée pour 
chaque page. 
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4. Option 2 – Utilisation de modèles IA pré-entraînés (YOLO) 

4.1. Principe des modèles pré-entraînés 

Un modèle pré-entraîné est une IA déjà entraînée sur une très grande base de 
données. YOLO (You Only Look Once) est un algorithme de détection d’objets capable 
d’identifier des catégories comme bicycle, car, chair, etc. 

Une API (Application Programming Interface) permet d’utiliser ce modèle facilement 
sans connaître son fonctionnement interne. 

YOLO a été choisi comme modèle pré-entraîné car il offre un bon compromis entre 
facilité d’implémentation, rapidité de calcul et performances en détection 
d’objets. Sa prise en main simple et sa documentation abondante ont permis de tester 
rapidement une approche basée sur l’IA dans le temps limité du projet. De plus, 
l’utilisation de YOLO permettait d’évaluer les limites d’un modèle généraliste lorsqu’il 
est appliqué à des croquis techniques, très différents des images réalistes sur 
lesquelles il est initialement entraîné. 

4.2. Protocole expérimental mis en place 

Allons plus loin. Pour comparer objectivement les méthodes, j’ai défini trois niveaux de 
complexité : 

• Section simple : formes géométriques propres 

 

• Section intermédiaire : croquis de vélos (dataset Google Quick Draw) 
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• Section complexe : images dégradées (flou, rotation, faible contraste) 

 

Pour chaque image, j’ai mesuré : 
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• Présence ou non de détection 
• Confiance maximale 
• Temps de latence 

 

4.3. Résultats observés 

• Bonne détection sur photos réalistes 
• Résultats très variables sur croquis 
• Forte dépendance au type d’images utilisées pour l’entraînement  

4.4. Limites identifiées 

YOLO est entraîné sur des photos réelles, pas sur des dessins techniques. Il ne sait 
pas : 

• Lire des annotations manuscrites 
• Interpréter un schéma fonctionnel 
• Généraliser sur des styles de dessin non réalistes 

4.5 Résumé des résultats observés 

 

Méthode Temps de 
latence 
 
 

Complexité 
de mise en 
oeuvre 

Taux de 
réussite 
forme 
simples 

Taux de 
réussite 
formes 
intermédiares 

Taux de 
réussite 
formes 
complexes 

Open CV 0.1s Facile 80 % 0% 0% 

IA pré-
entraînés 
(YOLO) 
 

0.4s Facile 98% 53% 21% 

Notre IA 
(Fine 
tuner)  

10s-88s 
(images 
ANTARGAZ) 

Complexe 100% 100% 34% 
(75 % avec 
mise en 
contexte) 
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Tous les codes utilisés peuvent être retrouvés dans le notion suivant: 
https://www.notion.so/IA-application-in-additive-manufacturing-
2bdf0ee03ef1800e9e58e425dbc00cbd?source=copy_link 
 

III. Exploitation des modèles de langage et vision-
langage (LLM / VLM) 

3.1. Intérêt des LLM dans l’analyse des fiches idées  
Les fiches idées constituent des supports hybrides, combinant des informations 
textuelles explicites et des informations visuelles souvent implicites. Leur 
interprétation nécessite un raisonnement contextuel, mobilisant à la fois des 
connaissances techniques et une capacité d’inférence sur les intentions du 
concepteur. 

Les modèles de langage de grande taille (Large Language Models, LLM), ainsi que les 
modèles vision-langage (VLM), offrent une approche adaptée à ce type de 
problématique. Ils permettent de traiter des données non structurées et de produire 
une interprétation globale intégrant texte, image et contexte. Contrairement aux 
approches purement géométriques ou basées sur des règles, ces modèles sont 
capables de formuler des hypothèses, de structurer l’information et de fournir des 
réponses argumentées. 

Dans le cadre de ce PJT, l’intérêt principal des LLM réside dans leur capacité à proposer 
une lecture préliminaire orientée ingénierie d’une fiche idée, en identifiant des 
éléments tels que : 

• la fonction principale du concept, 

• les éléments géométriques dominants, 

• des contraintes potentielles de fabrication ou d’usage,  

• des axes d’amélioration ou de simplification. 

3.2. Exemple d’utilisation avec CHAT GPT 5.1 
Nous avons voulu tester avec le modèle grand publique CHAT GPT 5.1 

Voici notre prompt initiale : 

  

https://www.notion.so/IA-application-in-additive-manufacturing-2bdf0ee03ef1800e9e58e425dbc00cbd?source=copy_link
https://www.notion.so/IA-application-in-additive-manufacturing-2bdf0ee03ef1800e9e58e425dbc00cbd?source=copy_link
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Tu es un assistant expert en extraction d’informations techniques à partir de fiches idées industrielles. 
Quand je t’envoie une fiche idée (image ou texte brut OCR), tu dois : 1. Lire et analyser attentivement 
**le contenu brut de la fiche** (texte + schémas).  

2. Extraire toutes les données pertinentes : - Description du produit - Dimensions (toujours converties 
en millimètres) - Matériaux - Contraintes de fabrication - Usages, avantages, inconvénients - Notes 
manuscrites ou éléments visibles dans le schéma  

3. Classer chaque donnée trouvée dans une des 4 grandes catégories : - **Manufacturability  

(Fabricabilité)** - **Eco-responsibility (Écoresponsabilité)** -  

**Manufacturing Cost (Coût)** - **Product Usage (Usage produit)** 

 4. Si certaines infos sont ambiguës ou absentes, les signaler dans une section  

**incertain**.  

5. Donner deux sorties obligatoires :  

a) **JSON structuré** avec ce format : { "resume": "...", "manufacturability": [], "eco_responsibility":  

[], "manufacturing_cost": [], "product_usage": [], "dimensions": [ { "value": <float_mm>, "unit": 
"mm", "source": "ocr|visuel", "label": "height_mm|diameter_mm|generic" } ], "incertain": [] } b)  

**Tableau clair** avec 4 colonnes (Fabricabilité, Écoresponsabilité, Coût, Usage), dans lequel tu 
ranges toutes les infos extraites. Contraintes : - Ne pas inventer de données. - Utiliser uniquement ce 
qui est présent dans la fiche (texte, schéma). - Toujours convertir les unités en millimètres. - Le JSON 
doit être valide et parseable. 

CHAT GPT 5.1 : première 
itération 
CHAT GPT 5.1 : première 
itération 

CHAT GPT 5.1 : deuxième 
itération 
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En sommes, on note qu’un modèle grand publique comme CHAT GPT 5.1 peut etre 
amener a complètement remplir la fonction souhaite, il faut jsute préciser le prompt le 
plus précisément possible  

Voici une version finale du prompt  
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Le prompt utilisé a été conçu de manière progressive, en partant d’un premier prompt 
généraliste testé avec ChatGPT, puis en l’adaptant et en le spécialisant pour un modèle 
open-source déployé localement (Qwen). Il repose sur une structuration en trois blocs 
complémentaires : un system prompt définissant explicitement un profil d’expert en 
ingénierie et manufacturing, une question opérationnelle cadrant précisément la tâche 
d’analyse, et une instruction de sortie imposant un format JSON strict. Cette 
organisation vise à guider le raisonnement du modèle vers une analyse technique 
approfondie, à limiter les réponses superficielles, et à rendre les résultats directement 
exploitables dans un pipeline d’évaluation de concepts.  

3.3. Contraintes industrielles et enjeux de souveraineté 
L’utilisation de modèles d’intelligence artificielle dans un cadre industriel ou de 
recherche impose un certain nombre de contraintes. Parmi celles-ci figurent 
notamment la protection de la propriété intellectuelle, la confidentialité des données, 
ainsi que la maîtrise des outils et des flux d’information. 

Dans le contexte de la thèse de M. Cotton de Bennotot, ces enjeux sont 
particulièrement structurants. L’objectif n’est pas uniquement d’obtenir des 
performances élevées, mais également de proposer des solutions interopérables, 
reproductibles et compatibles avec des environnements contraints. 

Ces considérations ont conduit à privilégier l’utilisation de modèles open-source, 
déployables localement ou sur des infrastructures maîtrisées, afin de garantir une plus 
grande souveraineté technologique et une meilleure intégration dans un cadre 
académique. 

 

 

 IV. Mise en œuvre d’un modèle LLM local : Qwen 

4.1. Choix du modèle Qwen 
Le modèle Qwen dans sa version 7 milliards de paramètres a été retenu comme 
compromis entre performances, taille du modèle et faisabilité de déploiement. Ce 
modèle open-source offre des capacités avancées en compréhension du langage tout 
en restant compatible avec des ressources de calcul raisonnables. 
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Ce choix permettait d’explorer les capacités d’un LLM relativement léger, tout en 
conservant un niveau de performance suffisant pour des tâches d’analyse de fiches 
idées et de raisonnement contextuel. 

 

4.2. Infrastructure de calcul et utilisation de RunPod 
L’exécution de modèles de langage de cette taille nécessite des ressources de calcul 
importantes, en particulier en mémoire GPU. Dans un contexte où les ressources 
locales étaient limitées, une solution de calcul à la demande a été retenue. 

La plateforme RunPod a été utilisée afin de louer ponctuellement des machines 
équipées de GPU adaptés. Cette approche permet : 

• de limiter les coûts d’infrastructure, 

• de conserver une flexibilité dans le choix des configurations matérielles,  

• d’exécuter les phases d’inférence et d’expérimentation dans un environnement 
maîtrisé. 

 

4.3. Environnement logiciel et intégration Hugging Face 
Le déploiement du modèle Qwen s’est appuyé sur l’écosystème Hugging Face, utilisé 
pour le chargement des poids du modèle, la gestion des dépendances et l’interfaçage 
avec les scripts Python développés dans le cadre du projet. 

Cette solution offre un cadre standardisé et largement documenté, facilitant la 
reproductibilité des expérimentations et l’intégration du modèle dans un pipeline de 
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traitement plus large. 

 

 

4.4. Mise en place d’un chatbot dédié aux fiches idées  
Afin de faciliter l’interaction avec le modèle, une interface de type chatbot a été 
développée. Cette interface permet de soumettre une fiche idée au modèle, de 
formuler des requêtes ciblées et d’obtenir des réponses structurées.  

L’objectif n’était pas de développer un outil finalisé, mais de proposer une preuve de 
concept démontrant la faisabilité d’un assistant intelligent dédié à l’analyse des fiches 
idées, utilisable par des profils non spécialistes de l’intelligence artificielle. 

4.4.1. Cadrage du raisonnement du modèle 

Le chatbot repose sur la construction systématique d’un contexte d’analyse combinant 
un system prompt spécialisé en ingénierie et une question opérationnelle orientée 
conception et manufacturing. Ce choix permet de forcer le modèle à adopter un 
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raisonnement technique structuré, en évitant les descriptions superficielles.  

 

4.4.2. Déploiement robuste du modèle 

Le chargement du modèle Qwen est réalisé avec un device mapping automatique et 
une précision adaptée (bfloat16 lorsque disponible), afin d’assurer la compatibilité 
avec des infrastructures GPU variables (RunPod). Cette approche privilégie la stabilité 
et la reproductibilité plutôt qu’une optimisation agressive des ressources. 
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OUTPUT 

Analyse Technique du Code Barre Déachable 

1. Fonction du Dispositif et Principe de Fonctionnement Mécanique 

Le dispositif en question est conçu pour intégrer un code-barre détachable dans le 

packaging d'une bouteille de gaz. L'objectif est de permettre à un distributeur de 

comptabiliser le stock de gaz en déchirant la partie pré-découpée du code-barre qui est 

collé sur le sommet de la bouteille. 

Le principe fonctionnel se décompose en plusieurs étapes :  

1. Préparation du Code Barre : Le code-barre est imprimé sur une étiquette ou un 

morceau de papier spécifique qui est collé sur le sommet de la bouteille. 

2. Découpe et Déchirage : Le distributeur effectue une découpe prévue sur le code-

barre. Une fois découpée, la partie détachable peut être soulevée et scannée par 

un lecteur de codes-barres pour enregistrer l'inventaire. 

3. Transmission des Données : Les informations collectées sont ensuite transmises à 

Antargaz pour la gestion du stock. 

2. Architecture Mécanique 

Composants et Interfaces 

o Bouteille : La bouteille est le support principal où le code-barre est fixé. Elle est 

conçue pour supporter la charge du code-barre et garantir sa durabilité pendant le 

transport et le stockage. 

o Code-Barre : Le code-barre est un élément informatif qui peut être déchiré et 

utilisé pour comptabiliser le stock. Il est généralement en papier ou en plastique 

léger. 

o Lecteur de Code-Barre : Un lecteur de codes-barres est nécessaire pour lire les 

informations contenues dans le code-barre déchiré. 

Guidages et Liaisons 

o Collage du Code-Barre : Le code-barre est fixé sur le sommet de la bouteille grâce à 

un adhésif spécial qui garantit une fixation durable mais également facilement 

détachable. 

o Liaison Pivot : Bien que non visible, il existe une liaison pivot imaginaire entre le 

code-barre et la bouteille pour permettre le déchirement sans détérioration 

excessive. 

Degrés de Liberté 

o Le code-barre est libre de rotation autour de l'axe vertical de la bouteille, ce qui 

facilite le déchirement et la lecture. 

3. Matériaux Probables et Traitements 

Bouteille 

o Matériau : Plastique (PVC, PEHD, PP) ou métal (acier inoxydable) 
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o Justification : Le plastique offre une résistance suffisante et un poids léger, tandis 

que l'acier inoxydable est résistant aux conditions environnementales et aux 

dommages mécaniques. 

o Traitement : Revêtement anti-corrosion si le matériau métallique est choisi, 

traitement thermique pour améliorer la qualité optique. 

Code-Barre 

o Matériau : Papier ou plastique léger (PETG, PVC) 

o Justification : Ces matériaux offrent une bonne résistance à l'usure et à la 

déchirure, tout en étant facilement scannables. 

o Traitement : Imprégnation anti-corrosion si le code-barre est en plastique, 

revêtement résistant à la lumière UV pour la durée de vie. 

Lecteur de Code-Barre 

o Matériau : Métal (alliage d'aluminium, acier inoxydable) 

o Justification : Le métal offre une rigidité et une durabilité nécessaires pour un 

lecteur de codes-barres. 

o Traitement : Traitement thermique pour améliorer la précision et la durabilité. 

4. Procédés de Fabrication Étape Par Étape 

1. Ébauche : Le code-barre est conçu en utilisant des logiciels de CAO pour créer des 

modèles 3D précis des dimensions et des formes. 

2. Usinage : Les pièces en plastique sont moulées par injection sous pression. Les 

pièces métalliques peuvent être façonnées par moule ou forgé. 

3. Moulage/Injection : Le code-barre est imprimé sur le papier ou le plastique selon le 

procédé d'impression approprié (offset, numérique). 

4. Traitements Thermiques : Les pièces sont soumises à des traitements thermiques 

pour améliorer leur résistance et leur durabilité (par exemple, lustrage pour le 

métal). 

5. Finition : Les pièces sont finies pour répondre aux spécifications de surface 

(tolérance géométrique, rugosité). Les adhésifs sont appliqués pour fixer le code-

barre sur la bouteille. 

5. Tolérances et Normes Applicables 

o Tolérances Géométriques : Les tolérances sont définies en fonction des exigences 

de précision requises par le système de lecture du code-barre (ISO 1101, ISO 1302). 

o Rugosité : La rugosité (Ra) des surfaces doit être contrôlée pour assurer une bonne 

lisibilité du code-barre (ISO 4287). 

6. Contraintes Mécaniques Dominantes 

o Flexion : Les pièces doivent être suffisamment rigides pour supporter le poids de la 

bouteille et du code-barre sans flexion excessive. 

o Cisaillement : Les pièces doivent être résistantes aux forces de cisaillement 

lorsqu'elles sont soumises à des efforts de traction. 
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o Contact : Les pièces doivent résister à l'usure et aux contraintes de contact entre 

elles. 

o Fatigue : Les pièces doivent être capables de résister à la fatigue due aux cycles de 

déchirage répétés. 

7. Modes de Défaillance Possibles et Causes Probables 

o Déchirement Inadéquat : Le code-barre peut ne pas se détacher correctement, ce 

qui entraîne une perte de données. 

o Dommages Mécaniques : Les pièces peuvent subir des dommages dus à des 

impacts ou des vibrations excessives. 

o Corrosion : Si le code-barre est en plastique, il peut subir des dommages dus à la 

corrosion s'il n'est pas protégé correctement. 

o Erreur de Lecture : Les codes-barres peuvent être mal lus du fait de mauvaise 

orientation, de rayures ou de déchirures inégales. 

8. Contraintes d'Assemblage, Lubrification et Maintenance 

o Assemblage : L'assemblage doit être réalisé avec précision pour assurer la stabilité 

du code-barre sur la bouteille. 

o Lubrification : Pas de lubrification nécessaire car il n'y a pas de mouvement 

dynamique. 

o Maintenance : Pas de maintenance nécessaire car il n'y a pas de pièces mobiles. 

9. Risques d'Usage Humain Eventuels 

o Risques de Manipulation : Les utilisateurs doivent manipuler avec précaution pour 

éviter tout dommage au code-barre. 

o Risques de Sécurité : Pas de risques particuliers liés à la sécurité. 

10. Avantages, Limites et Pistes d'Amélioration Réalistes 

Avantages 

o Facilité de mise en œuvre : Le code-barre est facile à intégrer et à utiliser. 

o Transparence du Stock : Le système permet une gestion efficace du stock de gaz. 

Limites 

o Sollicitation du Distributeur : Le processus nécessite une interaction active du 

distributeur, ce qui peut devenir fatigant avec le temps. 

Pistes d'Amélioration 

o Automatisation du Découpage : Utiliser des machines à découper automatiques 

pour augmenter l'efficacité et la précision. 

o Imagerie 3D : Intégrer des technologies d'imagerie 3D pour vérifier la qualité du 

code-barre avant la livraison. 

o Gestion Automatique du Stock : Améliorer la gestion du stock en utilisant des 

systèmes automatisés pour scanner les codes-barres et enregistrer les données. 

En résumé, ce dispositif présente des avantages tels que sa simplicité d'utilisation, mais 

comporte des limites liées à la nécessité d'une interaction continue du distributeur. Avec 

quelques améliorations, notamment en automatisant le processus de découpe et en 
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intégrant des technologies de contrôle qualité, ce dispositif pourrait être encore plus 

efficace. 

 

 

4.4.3. Chaîne d’inférence contrôlée 

L’inférence repose sur l’utilisation du chat template natif du modèle, garantissant la 
cohérence entre le format d’entrée et celui utilisé lors de l’entraînement. Les 
paramètres de génération (longueur maximale, température, top-p) sont explicitement 
définis afin de maîtriser le compromis entre précision et capacité d’exploration. 

4.4.4. Interface utilisateur et instrumentation 

Une interface graphique légère permet à l’utilisateur de soumettre une fiche idée et 
d’obtenir une réponse structurée. Le temps de génération est mesuré et affiché afin 
d’évaluer la latence du système et sa compatibilité avec un usage interactif.  

4.4.5. Positionnement dans le cadre du PJT 

Ce chatbot ne constitue pas un outil finalisé, mais une preuve de concept fonctionnelle 
permettant de valider l’intérêt d’un assistant d’ingénierie basé sur un LLM. Il met en 
évidence les bénéfices de la structuration du contexte et les limites actuelles liées à la 
latence et à la fiabilité des inférences, justifiant les travaux d’adaptation du modèle 
présentés par la suite. 
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V. Adaptation du modèle par fine-tuning 
 Une phase de fine-tuning a été explorée afin d’adapter le modèle Qwen aux spécificités 
des fiches idées industrielles et au raisonnement attendu dans un contexte 
d’ingénierie. L’objectif n’était pas d’optimiser les performances de manière exhaustive, 
mais d’évaluer la faisabilité et l’impact qualitatif d’une spécialisation du modèle sur un 
jeu de données ciblé. 

 

5.1. Motivation du fine-tuning 
Les tests réalisés avec le modèle Qwen en configuration standard ont mis en évidence 
certaines limites, notamment l’utilisation d’un vocabulaire parfois trop générique et 
une interprétation incomplète de contextes techniques spécifiques. Le fine-tuning a été 
envisagé comme un levier permettant de renforcer l’orientation “ingénierie” du modèle 
et d’améliorer la structuration des réponses. 

 

5.2. Principe et préparation des données 
Le fine-tuning repose sur l’exposition du modèle à un ensemble restreint d’exemples 
représentatifs de fiches idées, associés à des réponses techniques structurées. Les 
données ont été formatées de manière cohérente avec le chat template du modèle, 
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afin d’assurer la continuité entre entraînement et inférence. Cette approche permet de 
limiter la quantité de données nécessaire tout en ciblant précisément le comportement  

 

Pour ce faire nous avons annoté manuellement les 32 images antargaz puis nous avons 
transformé ce fichier xlsx en fichier JSON 

5.3. Configuration de l’entraînement 
L’entraînement a été réalisé avec des hyperparamètres volontairement conservateurs 
(taille de batch réduite, nombre d’époques limité), afin de rester compatible avec les 
ressources GPU disponibles et de réduire les risques de surapprentissage. Cette 
configuration reflète une démarche exploratoire, centrée sur l’observation des effets 
qualitatifs du fine-tuning plutôt que sur une optimisation exhaustive. 

 

5.4. Évaluation qualitative et limites observées 
Les premiers résultats montrent une amélioration de la cohérence et de la 
structuration des réponses, ainsi qu’une meilleure adéquation du vocabulaire aux 
problématiques d’ingénierie. Toutefois, ces gains restent qualitatifs et limités par la 
taille du jeu de données et les contraintes de calcul. Le fine-tuning apparaît ainsi 
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comme un levier pertinent, mais nécessitant un cadre méthodologique plus large pour 
être pleinement exploité dans un contexte de recherche ou industriel.  
 

 

VI. Discussion, limites et perspectives 

6.1. Apports du LLM dans le pipeline de conception 
Les expérimentations menées montrent que les LLM peuvent jouer un rôle pertinent 
dans les phases amont de la conception, en fournissant une première interprétation 
structurée des fiches idées. Ils permettent de relier des informations hétérogènes et 
d’en extraire des éléments exploitables pour une analyse préliminaire. 

 

6.2. Limites actuelles de l’approche 
Plusieurs limites subsistent, 
notamment en termes de robustesse 
des interprétations, de dépendance 
aux données d’entraînement et de 
coûts de calcul. Par ailleurs, ces 
modèles ne remplacent pas 
l’expertise humaine. De plus afin de 
baliser le plus possible le cadre 
d’utilisation il faudrait mettre en 
place, un modele type de fiche idée 
comme celui-ci  
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6.3. Perspectives d’amélioration et poursuite dans la thèse 
Les travaux réalisés dans le cadre de ce PJT ouvrent des perspectives pour la poursuite 
de la recherche, notamment par : 

• l’enrichissement des jeux de données, 

• l’intégration plus fine des informations visuelles (fiche idées plus précise), 

• l’évaluation quantitative des performances, 

• et l’intégration progressive du modèle dans un pipeline complet de conception  
avec l’ajout d’un modèle text→3D 

Ces axes constituent des prolongements naturels dans le cadre de la thèse de M. 
Cotton de Bennotot. 

 

 


